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Interactions and screening in gated bilayer graphene nanoribbons
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The effects of Coulomb interactions on the electronic properties of bilayer graphene nanoribbons (BGNs)
covered by a gate electrode are studied theoretically. The electron-density distribution and the potential profile
are calculated self-consistently within the Hartree approximation. A comparison to their single-particle coun-
terparts reveals the effects of interactions and screening. Due to the finite width of the nanoribbon in combi-
nation with electronic repulsion, the gate-induced electrons tend to accumulate along the BGN edges where the
potential assumes a sharp triangular shape. This has a profound effect on the energy gap between electron and
hole bands, which depends nonmonotonously on the gate voltage and collapses at intermediate electric fields.
We interpret this behavior in terms of interaction-induced warping of the energy dispersion.
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I. INTRODUCTION

Graphene and its bilayers are extremely good conductors
with mobilities up to 200000 cm?/V's at room
temperature,'> which makes them interesting as active chan-
nels in field-effect transistors. These materials are also con-
sidered as building blocks for quantum electronics such as
quantum computation and pseudospintronic devices.>”> To
facilitate these applications, large on-off resistance ratios are
necessary.® Several mechanisms for opening up an energy
gap in two-dimensional (2D) monolayer graphene have been
proposed to achieve this goal.” It has been suggested that the
application of an electric field between the two graphene
layers breaks the inversion symmetry and induces an energy
gap between electron and hole bands.® Oostinga et al.” have
recently been able to detect such an electric-field-induced
energy gap in a graphene bilayer system. Infrared absorption
spectroscopy furthermore demonstrated a gate-controlled
band gap with gap energies up to 250 meV, which is in
accordance  with  the  self-consistent  tight-binding
calculations.'®!! The size of the gap is determined by the
electric field between the two layers which can be tuned in
single-'2 or double-'3gate geometries. Recently, the influence
of a potential applied to a single gate on bilayer graphene has
been studied theoretically within the continuum model, re-
vealing a roughly linear dependence of the gap width as the
carrier density increases.!* However, a nonmonotonous evo-
lution of the gap width with the electron density has been
predicted for graphene triple and quadruple layer systems,
which has been attributed to trigonal warping of the band
structure.'>1® Moreover, ab initio density-functional theory
calculations have been used extensively to investigate the
electronic structure of bilayer graphene and essentially con-
firm the behavior suggested by the tight-binding and con-
tinuum models.'-1?

Due to the presence of edges, graphene nanoribbons
(GNRs) reveal a much richer phenomenology than 2D
graphene sheets.?>2 GNRs possess energy gaps due to size
quantization and edge states are formed with properties de-
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pending on the width and the type of edges.”>** Edge disor-
der may result in transport gaps around the neutrality
point.2%?-27 For gated GNRs, the electronic structure of
monolayer systems has been modeled by Ferndndez-Rossier
with the image charge method in the Hartree
approximation.”® The inhomogeneous charge density and po-
tential across the nanoribbons were found. Also, the small
transverse size has a strong impact on the classical and quan-
tum capacitances of monolayer GNRs.?’

It is thus self-evident that interactions and imperfect
screening should influence the electronic properties in bi-
layer GNRs [which we will refer to as bilayer graphene na-
noribbons (BGNs) below] as well and may modify the for-
mation of the gate-voltage-induced energy gap. However,
neither the gate electrostatics nor the self-consistent band
structure and the band-gap formation in BGNs (in contrast to
bulk bilayers) have been studied before. In the present paper,
we address this issue by taking Coulomb interactions in
BGNss into account and studying the electron-density distri-
bution, the Hartree potential, and the energy dispersion, fo-
cusing particularly on the evolution of the electric-field-
induced band gap which can be regarded as a single-valued
parameter for the relevance of the interaction effects.

The paper is organized as follows. In Sec. II we introduce
the structure to be investigated and formulate our model. The
results are presented and discussed in Sec. III. Section IV
contains a summary and conclusions.

II. STRUCTURE AND MODEL

Throughout this work we consider long BGNs stacked in
the Bernal form with ideal armchair edges. We note that the
type of edge of the BGN has only a marginal influence on
our results (see Sec. III for an interpretation of this effect)
and that finite-length effects are not considered, since in most
nanoribbons studied so far, the length greatly exceeds their
width, such that the finite size effects can be safely ne-
glected. The tight-binding Hamiltonian reads®°
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FIG. 1. (Color online) (a) Scheme of the BGN device. The ar-
rows indicate the direction of electric field for V,>0. (b) Illustra-
tion of the band-structure shift induced by the gate voltage V,, and
of the voltage components V. and V.
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where azi(bzi) are the creation operators at sublattice A(B)
in layer €=1,2 at site r;. Throughout the paper, we refer by
site to an atomic site. We adopt the common graphite nomen-
clature and include the three coupling energies 7y, y;, and
v, where y,=3.16 eV represents the intralayer nearest-
neighbor coupling energy, y;=0.39 eV is the coupling en-
ergy between sublattice B and A’ in different graphene lay-
ers, and y3;=0.315 eV the hopping energy between
sublattice A and B’ in the lower and upper layers, respec-
tively. V, is the on-site potential arising from the Coulomb
interaction of the induced charges the density of which is to
be calculated.

In the capacitor structure shown in Fig. 1(a), a BGN of
width w in y direction and layer spacing 6=0.335 nm in z
direction extends along the x direction and is embedded in an
insulating medium (we assume a relative permittivity &,
=3.9 adequate for SiO,). The structure is covered by a ho-
mogeneous metallic gate extending in the xy plane at dis-
tance d. Electrical access is enabled by connecting a voltage
source to the metal gate and the lower BGN layer. A neutral
BGN is obtained by setting the on-site potential to zero, cor-
responding to the Fermi energy Ex=0. As a gate voltage V,
is applied, excess charges p,=en; are induced in the lower
(i=1) and upper (i=2) graphene layers summing up to the
total charge density p=en. Here, n; denotes the carrier den-
sity in layer i and e the electron charge. This is balanced by
the charge density o of opposite polarity at the metal-oxide
interface such that the Fermi energy departs from the neu-
trality point while the charge neutrality of the whole system
is conserved. In the following calculations, we subtract V,
from both the gate electrode as well as from the BGN which
does not modify the electrostatics of the problem. This way,
the gate metal-insulator interface is kept grounded which al-
lows us to take advantage of the image charge technique
creating a charge density at a distance d above the metal-
insulator interface.?'

Within our framework, eV, is defined as the difference
between the electrochemical potential x and the neutrality
point of the discharged BGN w,

eVy=pn— o, (2)

see Fig. 1(b) for an illustration. The displacement of the
chemical potential is composed of the classical term eV, as-
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sociated with the electrostatic potential, and of the quantum
term eV, describing the accumulation of extra charges in the
energy bands,

Vo=V, +V,. 3)

The charge distribution screens the lateral electric-field com-
ponents at the gate. Taking the Coulomb interactions be-
tween the charges and their images into account, the Hartree
potential at the site r in the continuous limit can be computed
as

3 e ;o y-y")?
Vir(x.y)]=- 47T808rf dy'ply )|:1n(y -y +4(d + £6)?
(-y)+8
Sy d 5)2] @

with é=1 and O for the lower and the upper layers of the
BGN, respectively. The first term describes the interaction
between the charges in each layer and their corresponding
mirror charges while the second term accounts for the inter-
action of the charges in one layer with the mirror charges
related to the other layer.

In order to determine the charge density, the local density
of states (LDOS) D(r,E) at site r and energy E is calculated
with the help of the real-space Green’s-functions technique
described in Ref. 32. The electron density at site r is then
given by

© o
n(r) = f D, (E)A(E)dE - f Dy(E)AE)AE,  (5)

0

where f(E) is the Fermi-Dirac distribution. D, (E) and Dy(E)
represent the LDOS at energy E with and without including
the self-consistent interactions, respectively. In _the actual
calculations, the second term is replaced by 4/\3a® with a
=0.246 nm which represents the positive charge background
of the ions. Since the Hartree potential, Eq. (4) depends on
n(r) which is a solution of the Schrodinger equation with the
Hamiltonian given by Eq. (1), these equations are solved by
the Broyden iterative method.?3*

Some insight into the basic physics of gated BGNs is
obtained from the analytical expression for the potential dif-
ference between the layers induced by gate voltage. Since
6<d, we can approximate the BGN by a conducting strip
with the total charge density p. The relation between gate
voltage and the charge density for the system formed be-
tween the conducting strip of width w located at the distance
d apart from a semi-infinite plate is given by?’

p w w 4d\?
V= 2d arctan| — |+ —In) 1 +| — . (6)
TEYE, 4d) 4 w

The potential difference between the graphene layers can be
calculated by integrating the electric field in between, i.e.,
AV=[%"°E(z)dz. By using the method of image charges, one
finds that E(z) is determined by
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FIG. 2. (Color online) Comparison between the single-particle
(left parts) and the self-consistent Hartree (right parts) calculations
for different gate voltages. The distance between the gate and the
BGN is set to d=100 nm. (a) Induced electron-density distribution
along the y direction (thin lines) and the values averaged over six
neighbors (bold lines). (b) Potential profiles from the one-electron
and the Hartree approximation calculations, averaged over six
neighbors. (c¢) Band structures. The dashed horizontal lines indicate
the Fermi level.

_ ostri ST, S,
EQ@)=E,"(z+d)+ E;"[z+(d+ )]+ EXT(z - d)
+ B~ (d+ )], (7)
where the first two terms in the summation correspond to the

image charges. The intensity of the electric field at distance z
from the middle of a strip is given by?’

arctan(zi) . (8)

Strip _
E)"(z) = -

TEYE,

Performing the integration and using Egs. (6)—(8), we get

arctan

AV = STT — ,
{ (w) W <4d> J 2608,
2d arctan| — |+ —Iny 1 + | —
4d 4 w
)

where Ap=p,—p, is the charge-density difference. In the
derivation of Eq. (9), a homogeneous distribution of the
charge density in the BGN has been assumed. This assump-
tion is a reasonable approximation for low charge densities.

III. RESULTS AND DISCUSSION

Figures 2(a) and 2(b) show the electron-density distribu-
tions and Hartree potentials of BGN with N=49 atomic sites
in transverse direction, corresponding to w=12 nm for dif-
ferent gate voltages. To clarify the role of electron-electron
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interactions we show the self-consistent Hartree (right parts)
and noninteracting (left parts) calculations. In our context,
noninteracting calculations refer to the case when the bilayer
is regarded as a classical capacitor and quantum effects (due
to the finite DOS) leading to the difference in the electron
density between the layers are neglected. In this case the
potential difference between two layers is given by the cor-
responding classical expression [the first term in Eq. (9)] and
in the second term Ap is set to 0.

Both noninteracting and self-consistent calculations show
pronounced oscillations between neighboring sites. Because
of this we also plot for clarity the density distributions aver-
aged over six neighboring sites. Within the self-consistent
treatment, the electrons tend to accumulate along the edges
as a manifestation of electronic repulsion. As the gate volt-
age is increased, the edge accumulation becomes more
prominent. It is worth pointing out that it is primarily the
applied gate voltage which determines this distribution,
resembling that one found in monolayer GNRs.>*3 This
edge accumulation is reflected in the Hartree potential as
the formation of triangular-shaped wells near the edges, an
effect known in quantum wires prepared by cleaved-edge
overgrowth® as well as from wide two-dimensional quantum
wells.’” In the noninteracting case, on the other hand, the
charge-density distributions which are obtained by using the
potential profiles in the left panels are quite flat while the
electron-density oscillations between neighboring sites per-
sist.

For comparison, we also plot the electron density and
potential of a monolayer GNR of identical width. The con-
stant potentials shown in the left panels are classical re-
sponses of the BGN to the gate voltage corresponding to the
position of the charge neutrality point V.. The BGN system
can be viewed as two monolayer GNRs connected in series
such that the classical capacitance of the BGN is smaller than
that of monolayer GNR, resulting in larger values of V..
Comparing the averaged electron density, one finds that they
are very close at the center of nanoribbons in both cases,
which is consistent with the fact that the total-induced charge
density equals to the sum of the densities in each layer, i.e.,
satisfying the relation o=—(p,+p,) according to electrostat-
ics for bilayer. There are however some small differences
close to edges which we interpret as a consequence of inter-
layer Coulomb interactions.

Figure 2(c) shows the dispersion relations of V,=1 and
5 V for the noninteracting and self-consistent cases. Within
the single-particle picture, the potential energy across the
BGN is constant and the dispersion relations are shifted up-
ward almost rigidly as the gate voltages increases. The en-
ergy gaps induced by the gate voltage are barely visible.
Turning on the electronic interactions, the potential profile
changes only slightly for V,=1 V. However, as the gate
voltage increases to 5 V, the dispersion relation gets
strongly modified. Anticrossings are generated and a signifi-
cant energy gap is opened between the conduction and va-
lence bands, originating not only from the potential differ-
ence between the layers but also from the transverse
potential profile. We note in this respect that even in mono-
layer GNRs, the external electric field can lead to a gap
modulation for semiconductor armchair nanoribbons*® and to
a gap opening for zigzag ribbons.>
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FIG. 3. (Color online) (a) The average electron density on each
graphene layer for dielectric thickness d=15 nm. Inset: The differ-
ence of the average density between layers for different dielectric
thicknesses. (b) The difference of Hartree potentials between
graphene layers. Solid and dashed lines correspond to the numerical
and analytical calculations from Eq. (9), respectively.

We continue by considering the average electron density
and the Hartree potential in each graphene layer as a function
of the gate oxide thickness d. As shown in Fig. 3(a), the
electron densities in both layers increase approximately lin-
early V,. In monolayer GNRs, a similar linear relation of
electron density and gate voltage po V, has been reported.”®
This common feature indicates that the classical electrostatic
contribution predominantly determines the charge density.
Furthermore, the electron densities of the two layers of the
BGN diverge as the gate voltage increases. This electron-
density difference grows monotonously as shown in the in-
set. The dependence of the potential differences on d is ba-
sically governed by the classical component. Figure 3(b)
shows the corresponding results of the Hartree potential. The
analytical expression according to Eq. (9) quantitatively re-
produces the exact numerical results at the low gate voltages,
especially for larger dielectric thickness d=50 and 100 nm.
However, deviations emerge for higher gate voltages, most
pronounced for d=15 nm. They can be understood via the
derivation of Eq. (9), which is based on the assumption that
induced electron density is homogeneous and the potential
across the ribbon is constant. In reality, both a larger V, and
a smaller d lead to the higher electron densities, stronger
Coulomb repulsion and more pronounced potential inhomo-
geneities, rendering the classical capacitor approximation
less valid.

We proceed with a detailed study of the effects of Cou-
lomb interactions on the band structures, and begin with
looking at the size of the energy gap as a function of the gate
voltage for different dielectric thicknesses as shown in Fig.
4(a). In contrast to the 2D bilayer graphene, where the band
gap increases monotonously as the applied electric field is
increased,!? the energy gap in BGNs exhibits a pronounced
dip at low gate voltages for all values of d. If the single-
particle potential is used instead, the energy gap increases
monotonously with V, and follows closely the value of the
Hartree potential difference shown in Fig. 3(b), and the dip is
absent. This implies that the interactions are responsible for
the formation of the dips. To shed light on the origin of this
suppression of the band-gap formation, let us inspect the
band structures for d=15 nm at several representative Fermi
energies. For the first two selected values of Ve, ® and @,
the size of gap is proportional to V,. One observes that the
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FIG. 4. (Color online) (a) The energy gap as a function of the
applied gate voltage for various dielectric thicknesses d. (b) Repre-
sentative band structures corresponding to the Fermi energies
shown in (a). The dashed lines indicate the positions of Fermi
energy.

second energy band of the electrons develops an anticrossing
with the third one and develops a strong curvature around
k,=0. The minimum of this band approaches the conduction-
band edge formed by the lowest energy band and takes over
the role of the band edge at the scenarios depicted in Figs.
4(b), ® and @®. As a result, the energy gap gets reduced as
the gate voltage increases and can even approach zero for
some parameters. We note that a similar effect has been dis-
cussed by Avetisyan et al.,' in graphene tri- and quadruple-

115311-4



INTERACTIONS AND SCREENING IN GATED BILAYER...

layer systems based on a different mechanism, however. As
the voltage is increased beyond the dip of the energy gap
(e.g., V,=25 for d=15 nm), the familiar Mexican hat-
shaped dispersion emerges which leads to the reduction in
the energy gap while the electron-hole symmetry vanishes.

From this evolution of the energy-band dispersions, it
becomes apparent that the Hartree term induces some warp-
ing of the energy dispersion. We note that in contrast to 2D
bilayer systems,*” this effect is not due to 75 since after set-
ting y;=0 the band structure changes only slightly but the
collapse of the band gap persists (not shown here). The pre-
requisite for it is the potential inhomogeneity generated by
the charge accumulation at the edges. This is why the col-
lapse of the band gap is absent in the 2D cases. Furthermore,
the small reduction in the energy gap for large V, in the
system with d=15 nm is not directly related to warping but
is the result of the Mexican-hat band formation.

As stated above, this overall behavior is very similar for
GNRs with zigzag edges, even though there are small differ-
ences in details, e.g., the position of the subband edges.
Since the origin of the band-structure evolution is the Cou-
lomb interaction among the electrons and gate screening, it is
primarily determined by the gate voltage and rather insensi-
tive to the type of edge.

IV. SUMMARY AND CONCLUSIONS

We have studied the electron-density distribution and Har-
tree potential of a single-gated BGN. Coulomb interactions
are incorporated in a self-consistent way within the Hartree
approximation. The repelling electrons accumulate at the
BGN edges and induce characteristic dips in the transverse
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potential profile. They change the band structures strongly
and modify the energy gaps which thereby behave qualita-
tively differently compared to 2D bilayer systems, showing
an unusual reduction in the sizes of the energy gaps at inter-
mediate gate voltages. An analytical expression for the po-
tential difference between the two layers is obtained based
on the assumption of a classical capacitor and compared with
self-consistent numerical calculations. They show good
agreement at small gate voltages. The discrepancies found at
higher voltages and small dielectric thicknesses are due to
the assumption of homogeneous charge density and constant
potential in the analytical model. This becomes invalid for
high electron densities because the quantum-mechanical ef-
fects modify the charge redistribution significantly.

A disadvantage of the single-gate structure discussed here
is that due to small capacitance, the Fermi energy is far
above the neutrality point in the regime of the collapse of the
band gap, such that this effect is not directly accessible ex-
perimentally. This shortcoming can conceptually be over-
come by performing corresponding simulations for a double-
gate structure, where independent tuning of the Fermi energy
and the interlayer electric field is possible.>!3
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